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A general-purpose method that includes nearly all possible two-beam

diffraction mechanisms is presented for calculating diffracted and specularly

re¯ected X-ray intensities from single crystals. Based on this method, it is

demonstrated that a small universal computational routine can be developed to

accurately treat two-beam diffraction for any scattering geometry.

Compared with the kinematical theory, dynamical X-ray

diffraction theory is a more accurate model for single-crystal

diffraction (Authier, 2001). For the two-beam case, the

fundamental equations of dynamical theory are Laue's wave

equations

k2
0 ÿ K2

k2
0

D0 � �0D0 � C�hDh;

k2
h ÿ K2

k2
h

Dh � �0Dh � C�hD0;

�1�

where K � jK0j � !=c is the wavenumber of the incident

wave in vacuum (K0 the wavevector), k0 and kh are the scalar

values of the refracted and diffracted wavevectors k0 and kh

inside the crystal, respectively, C is the polarization factor, and

the other symbols have well known meanings (Pinsker, 1978).

The internal wavevectors are related to the incident wave-

vector K0 by

k0 � K0 � K�n;

kh � k0 � h � K0 � h� K�n;
�2�

where h is the diffraction vector (jhj � 2�=d, d the spacing of

the diffracting planes), n is the inward unit normal to the

crystal surface and � is a small complex quantity (Laue, 1960).

The ®rst equation in (2) is based on the requirement that the

tangential components of k0 and K0 with respect to the surface

be identical.

Based on the linearization approximation

�k2
m�1ÿ �0� ÿ K2�=k2

m ' �2km ÿ K�2� �0��=K

(for m � 0; h), the secular equation (i.e. dispersion equation)

of (1) becomes a quadratic equation, from which a two-

wave®eld model was ®rst established in literature, which

constitutes the classical dynamical theory. Afterwards, a

variety of extensions to this model (which form the so-called

`extended dynamical theory') has been developed to treat

special cases where one or other of the approximations used in

the two-wave®eld model fails (e.g. Bedynska, 1973; HaÈrtwig,

1978; Afanas'ev & Melkonyan, 1983; Caticha, 1993; De Caro et

al., 1997; De Caro & Tapfer, 1997; Authier, 1998). However,

most of these four-wave®eld models still lack generality. Apart

from a number of unnecessary (or unreasonable) approxi-

mations, a frequent mistake made in the extended theory is

that the polarization factor C of � polarization is regarded

as a constant (� cos 2�B, �B the Bragg angle). In fact, this

assumption is valid only when the diffraction angle is close to

�B (while the corresponding models are usually supposed to be

valid in wide angular ranges).1 The other common limitation

of the previous extensions is that they are generally modeled

only for coplanar diffraction geometry (or for non-coplanar

geometry, but not for both).

In the following, we will elaborate a straightforward and

universal method to strictly solve equations (1) based on (2)

and some useful results of the previous extensions.

The exact dispersion equation indicated by (1) is apparently

�k2
0�p ÿ K2��k2

h�p ÿ K2� � C2k2
0k2

h�h�h; �3�
where �p � 1ÿ �0. From (2), k2

0 (� k0 � k0) and k2
h (� kh � kh)

can be derived as

k2
0 � K2�1� 2
0�� �2�;

k2
h � K2��� 2�
0 � 'h��� �2�; �4�

where 'h � n � h=K is a constant and 
0 is the cosine of the

angle between K0 and n. For an arbitrary incidence direction

s0 (� K0=K), we have


0 � 
0�s0� � s0 � n: �5�
The parameter � in (4) is also a function of s0:

� � ��s0� � js0 � h=Kj2: �6�
Note that, for � polarization, the polarization factor C is

exactly equal to the cosine of the angle between k0 and kh

(inside the crystal), i.e. C� � �k0 � kh�=�k0kh�. So, in a rigorous

way, we have C� � 1 for � polarization and

k0khC� � k0 � kh � K2��� �2
0 � 'h��� �2� �7�

1 Mathematically, C � cos 2�B is incorrect even when the diffraction angle is
close to �B since the polarization factors of the four wave®elds may be quite
different (see Fig. 3 in the following).
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for � polarization. Here (7) is again based on (2), and � is

related to s0 by

� � ��s0� � 1� s0 � h=K: �8�
For � polarization, inserting (4) into (3), one can write the

exact dispersion equation in a quartic form:

�4 � A1�
3 � A2�

2 � A3�� A4 � 0; �9�
with the four coef®cients being

A1 � 4
0 � 2'h;

A2 � 4
0�
0 � 'h� � �� 1ÿ 2�p=A0;

A3 � 2
0��� 1� � 2'h ÿ �pA1=A0;

A4 � �ÿ ���p ÿ �0�=A0;

�10�

where A0 � �2
p ÿ �h�h. For � polarization, we insert both (4)

and (7) into (3). The resultant dispersion equation still has the

quartic form (9), but the coef®cients become

A�
1 � 4
0 � 2'h;

A0A�
2 � �2

p�4
0�
0 � 'h� � �� 1�
ÿ 2�p ÿ �h�h��A�

1=2�2 � 2��; �11�
A0A�

3 � 2�2
p�
0��� 1� � 'h� ÿ ��p � A�

1�h�h��;
A0A�

4 � �0�1ÿ ��p� ÿ �h�h�
2:

In classical dynamical theory, 
0 is assumed to be constant

while the effective incidence direction is expressed by ��, the

deviation of the incidence angle � from the Bragg angle �B. In

this paper, however, 
0 and the other two parameters, � and �,

are strictly treated as functions of s0 so that �� is not needed.

Moreover, most of the conventional constants, such as �B,

sin 2�B, cos 2�B, and the asymmetry factor b are not used here.

As a result, the related approximations are completely

removed. The use of vector s0 instead of the scalar parameter

�� as the input also indicates that the diffraction process is

modeled in three-dimensional space (while the classical

treatment is generally limited within the incidence plane).

The complex-coef®cient equation (9) may be analytically

solved (see e.g. Weisstein, 1999) with the aid of

x3 � 3px� 2q � 0; �12�
where

p � A1A3

12
ÿ A2

2

36
ÿ A4

3
;

q � A2�A1A3 ÿ 4A4�
48

ÿ A3
2

216
� A4�4A2 ÿ A2

1� ÿ A2
3

16
:

�13�

The roots of (12) have the form

x � wÿ p=w; �14�
where

w � exp�i2n�=3��ÿq� �q2 � p3�1=2�1=3 �15�
for n � 0; 1; 2. Although w may have six different values,

these values lead to at most three different values of x through

(14). Thus, only one of the `�' signs in (15) is necessary, but the

one that corresponds to a larger jwj must be selected. Then,

one may use the parameters

y � x� A2=6;

z2 � �A1 � z1�=2;

z4 � �A1 ÿ z1�=2;

z1 � �8y� A2
1 ÿ 4A2�1=2;

z3 � y� �A1yÿ A3�=z1;

z5 � yÿ �A1yÿ A3�=z1

�16�

to express the four roots of (9) as:

�1;2 �
ÿz2 � �z2

2 ÿ 4z3�1=2

2
;

�3;4 �
ÿz4 � �z2

4 ÿ 4z5�1=2

2
:

�17�

In (16), x can be, in principle, any root of (12). In order to

minimize possible computational errors, however, the root

that makes jz1j maximum must be chosen. Meanwhile, one

may use

�r exp�i���1=n � r1=n exp�i�=n�
to calculate the square or cube roots in (15)±(17), where

r exp�i�� is the phasor form of a complex number (r> 0 and

0 � �< 2�). After the dispersion equation (3) is strictly

solved, we may obtain from (2) the internal wavevectors k
�j�
0

and k
�j�
h (j � 1; 2; 3; 4). Meanwhile, �k�j�m �2 can be calculated

from (4), and k�j�m is the square root of �k�j�m �2 with a positive real

part (m � 0; h and j � 1; 2).2 Afterwards, the polarization

factor for � polarization can be calculated from its de®nition,

C
�j�
� � �k�j�0 � k�j�h �=�k�j�0 k

�j�
h �. Note that these treatments make k�j�m

and C
�j�
� all complex, but the imaginary parts of these quan-

tities are so small that they have no noticeable effects in the

following treatment of boundary conditions.

Naturally, four wave®elds (D
�j�
0 , D

�j�
h ) may exist in the crystal

and the amplitude ratio rj � D
�j�
h =D

�j�
0 for each wave®eld can

be calculated from the second equation in (1) based on the

corresponding �j (since the ®rst equation may give computa-

tional errors when �B � 45� for � polarization). The strengths

of these wave®elds are determined by the boundary condi-

tions at the surface: the continuity of the tangential compo-

nents (parallel to the surface) of the electric ®elds E and the

magnetic ®elds H (HolyÂ, 1996). To use the E-wave boundary

conditions, one has to convert the D ®elds inside the crystal

into E ®elds. Based on E ' �1ÿ ��D (c.g.s. units), their rela-

tions for the two-beam case are

E
�j�
0 ' �pD

�j�
0 ÿ �hD

�j�
h ; E

�j�
h ' �pD

�j�
h ÿ �hD

�j�
0 : �18�

Meanwhile, the magnetic ®eld H can be derived from one of

Maxwell's equations, r �H � �1=c��@D=@t�. This indicates

that

H � �!=�ck2��k�D �19�
for an arbitrary plane wave D � D0 exp�ÿik � r� i!t� (note

that D � E in vacuum). Based on (18) and (19), one can

2 Owing to absorption, any internal wavevector is a complex vector having the
form k � krek � ikin with kr and ki being real and ek a unit vector. For ek 6� n,
it follows that r �D 6� 0 unless D ? ek and D ? n (� polarization). However,
since ki=kr � 10ÿ6, one has r �D ' 0 for � polarization with D ? ek. Strictly,
k has no scalar value, but, as ki � kr, either kr or the square root of k � k can be
considered as the scalar value.



actually write the strict boundary conditions for any diffrac-

tion geometry.

To treat the boundary conditions in detail, let us consider

the Bragg case for a semi-in®nite crystal as an example. Then

only two roots of (9) have negative imaginary parts, here

denoted by �1 and �2 [but they do not necessarily correspond

to the two roots in the ®rst equation of (17)]. The other roots

with positive imaginary parts must be discarded as they

correspond to increasing amplitudes toward the inside of the

crystal. Subsequently, there are two wave®elds inside the

crystal,

D�j� � D�j�0 exp�ÿik�j�0 � r� �D�j�h exp�ÿik�j�h � r�;

with the corresponding electric ®elds being

E�j� � E
�j�
0 exp�ÿik

�j�
0 � r� � E

�j�
h exp�ÿik

�j�
h � r�; for j � 1; 2:

Above the crystal surface, there are three waves: the incident

wave EI exp�ÿiK0 � r�, the specularly re¯ected wave

ER exp�ÿiKR � r� and the diffracted wave ED exp�ÿiKh � r�,
with jK0j � jKRj � jKhj � K. Since the tangential compo-

nents of K0, k�j�0 and KR are all the same, we have

K0z � ÿKRz � K
0 (axis z is along n). Meanwhile, Kh can be

calculated from

Khk � khk � k0k � hk � K0k � hk;

Khz � ÿ�K2 ÿ jKhkj2�1=2;
�20�

where k indicates the tangential vector component with

respect to the surface, K0k � K�s0 ÿ 
0n� and hk �
K�h=K ÿ 'hn�.

For � polarization, all the E and D vectors involved are

parallel to each other. The four boundary conditions for the

coplanar case (K0, h and n lying within the same plane) are

(for a unit incidence EI � 1)

1� ER �
P2

j�1

��p ÿ rj�h�D�j�0 ;

ED �
P2

j�1

�rj�p ÿ �h�D�j�0 ;

�K0z=K2��1ÿ ER� �
P2

j�1

�k�j�0z=�k�j�0 �2�D�j�0 ;

�Khz=K2�ED �
P2

j�1

�k�j�hz=�k�j�h �2�rjD
�j�
0 :

�21�

The last two equations in (21) are based on the continuity of

the tangential components of the magnetic ®elds H. For �
polarization in the coplanar case, the boundary conditions are


0�1ÿ ER� �
P2

j�1

��p

�j�
0 ÿ rj�h


�j�
h �D�j�0 ;


hED �
P2

j�1

��h

�j�
0 ÿ rj�p


�j�
h �D�j�0 ;

�1� ER�=K �P2

j�1

�1=k
�j�
0 �D�j�0 ;

ED=K �P2

j�1

�rj=k
�j�
h �D�j�0 ;

�22�

where 
h � Khz=K and 
�j�m � k�j�mz=k�j�m (m � 0; h). As both (21)

and (22) are linear equation systems for the four unknowns

D
�1�
0 , D

�2�
0 , ED and ER, they can be readily solved.

To test the above computational method, we consider 111

symmetric re¯ection from a semi-in®nite silicon crystal (see

the inset of Fig. 1) with � polarization Cu K�1 radiation

[� � 1:540562 AÊ , �0 � ÿ�15:16� i0:3517� � 10ÿ6, �h �
ÿ�5:905ÿ i5:554� � 10ÿ6 and�h � ÿ�5:554� i5:905� � 10ÿ6].

Within the incidence plane (containing K0 and Kh), s0 �
cos �x� sin �n, where � is the incidence angle and x is a unit

vector along axis x. Since h is normal to the crystal surface

here (hk � 0), Kh � KR according to (20). Thus, the scattering

intensity detectable in experiments consists of contributions

from both the diffracted and specularly re¯ected waves:

ID�R � jED � ERj2: �23�
Fig. 1 shows the calculated ID�R as a function of �. The

intensity pro®le shows the typical characteristics of asymptotic

Bragg diffraction [or truncation-rod scattering (Caticha,

1993)] over the entire angular range from 000 to 111 re¯ec-

tions. As plotted in the inset, the intensity pro®le in the small-

angle range clearly reveals the phenomenon of total external

re¯ection. Around the Bragg peak of 111 re¯ection, the

asymmetric rocking curve correctly reveals the X-ray

absorption effect. Note that in practice, when the incidence

direction is far away from the Bragg angle, it may be necessary

to consider the variation of the structure factors as a function

of sin �=�. Meanwhile, it may also be necessary to analyze the

contributions of other re¯ections in the framework of

multiple-beam diffraction theory (Colella, 1991; Chien et al.,

1999). But these topics are beyond the scope of this paper.

A typical failure of the conventional dynamical theory is

that it cannot properly treat the case where the Bragg angle �B

Acta Cryst. (2003). A59, 163±167 Huang and Dudley � Universal method for dynamical diffraction 165
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Figure 1
Calculated pro®les of the scattering intensity from silicon 111 re¯ection
under unit incidence. Inset: magni®ed rocking curve around the Bragg
angle of 111 re¯ection (solid line) and the specularly re¯ected intensity in
the grazing-incidence range (dashed line).



research papers

166 Huang and Dudley � Universal method for dynamical diffraction Acta Cryst. (2003). A59, 163±167

is very close to 90� (sin 2�B ! 0) (Caticha & Caticha-Ellis,

1982). However, the method illustrated above completely

solves this problem since the use of �B is completely avoided.

For simplicity, here we arti®cially change Si (111) spacing to

d � �=2 such that �B � 90�. While keeping the other param-

eters unchanged, we have calculated the corresponding

rocking curve (using either � or � polarization), as plotted in

Fig. 2. As expected, the full width at half-maximum (FWHM)

of the peak is extremely wide while the re¯ectivity is signi®-

cantly low. Meanwhile, the peak shift from the Bragg angle

completely disappears in the backward diffraction process.

Although not shown here, the weak intensity pro®le corre-

sponding to �B � 45� and � polarization can also be strictly

calculated with the current method.

In the above treatment, it is apparent that one diffracted

wave inside the crystal is related to the specular re¯ection

from the inner side of the crystal surface. This wave naturally

is very weak for non-grazing diffraction. From the con®gura-

tion of the four internal wavevectors depicted in Fig. 3, one

can readily distinguish this wave [labeled with (2)] from the

normal one [labeled with (1)] as it has a positive value of

Re(khz) and, accordingly, a larger Re(�) [while the latter has a

negative Re(khz)]. For non-grazing geometry, therefore, one

can strictly solve the dispersion equation and then use the

classical dynamical theory to treat the normal wave®eld

(ignoring the specularly re¯ected ones inside and outside the

crystals). For instance, the re¯ectivity in the above examples is,

to a high accuracy, equal to jr1j2 (after sorting) except in the

grazing-incidence angular range. Here for universality, we do

not use this simpli®ed scheme.

The rigorous method may be conveniently used to treat

non-coplanar cases since it is based on vector algebra. A

typical instance of non-coplanar diffraction is grazing-inci-

dence diffraction (GID) from lattice planes perpendicular to

the crystal surface. The GID geometry is shown in inset I of

Fig. 4, where the incidence direction is determined by

two angular parameters, � and �0, i.e. s0 � cos �0 cos �x �
cos �0 sin �y� sin �0n, where x and y are unit vectors along x

and y axes, respectively. Based on slight approximations, the

boundary conditions of the GID geometry for both �- and

�-polarization states are nearly the same as (21) (HolyÂ, 1996).

Thus, the above computational procedure can also be used

for the GID geometry. Fig. 4 shows the calculated IR � jERj2
and ID � jEDj2 for the 220 re¯ection of a semi-in®nite

silicon crystal [�h � �h � ÿ�9:495� i0:3504� � 10ÿ6]. The

two intensity pro®les were calculated at � � �B for � polar-

ization. The ID intensity is actually identical to that calculated

by Afanas'ev & Melkonyan (1983). Note that when jKhkj>K

the second equation of (20) loses its physical meaning since

the diffracted wavevector in vacuum should be real. Inset II of

Fig. 4 shows the two-dimensional distribution of the diffracted

intensity ID as a function of � and �0. The blank area labeled

`forbidden region' is the angular range where jKhkj>K so that

no diffracted wave exists above the crystal surface, which

corresponds to transmission geometry.

The representative examples demonstrated above clearly

indicate the general validity of the rigorous method. By

considering all the four wave®elds inside the crystal, one can

easily extend it to calculate the diffracted or re¯ected intensity

Figure 2
Rocking curve for Bragg angle �B � 90�.

Figure 3
Propagation directions of the waves (represented by their wavevectors)
involved in the Bragg case (semi-in®nite-crystal case). For symmetric
re¯ection with � ' �B, K0 k k

�1�
0 k k

�2�
h and k

�1�
h k Kh (nearly). Note that,

for � polarization, C
�1�
� � cos 2�1 and C

�2�
� � cos 2�2 may be quite

different.

Figure 4
Intensity pro®les of the diffracted and specularly re¯ected beams in the
GID geometry of silicon 220 re¯ection (�0 scan at � � �B, corresponding
to the horizontal dashed line in inset II). Inset I: diffraction setup. Inset II:
contour map of ID as a function of � and �0. Cu K�1 radiation, �
polarization.



from thin ®lms or multilayers. In these cases, the combination

of this method with the recursion matrix method developed by

Stepanov et al. (1998) is particularly powerful since it can treat

both thin and thick crystals/®lms identically. Although the

computation speed of the complete calculation process is

reduced (mainly for multilayers), the reduction is not

remarkable on a modern personal computer since all the

expressions involved have analytical forms.

Note that, in the dynamical theory based purely on the E

waves, the two denominators in (1) are replaced by K2 based

on the approximation r��E� ' 0 (Miyake, 1974; HolyÂ, 1996).

In this case, the coef®cients of the quartic dispersion equation

may be slightly different but the mathematical treatment is the

same as that for the D waves.

In summary, we have illustrated that the dispersion equa-

tion of two-beam X-ray dynamical diffraction is a complex

quartic equation that can be strictly solved with a simple and

straightforward method. In this method, all the intrinsic

diffraction properties are automatically treated. Conse-

quently, a small but universal subroutine may be established

and incorporated into any computational procedure to accu-

rately calculate the diffraction quantities for an arbitrary two-

beam diffraction geometry.

The authors are grateful to Professor A. Authier for very

helpful discussions.
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